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ABSTRACT
We demonstrate our PARAS technology for supporting interactive
association mining at near real-time speeds. Key technical innova-
tions of PARAS, in particular, stable region abstractions and rule
redundancy management supporting novel parameter space-centric
exploratory queries will be showcased. The audience will be able
to interactively explore the parameter space view of rules. They
will experience near real-time speeds achieved by PARAS for op-
erations, such as comparing rulesets mined using different param-
eter values, that would otherwise take hours of computation and
much manual investigation. Overall, we will demonstrate that the
PARAS system provides a rich experience to data analysts while
significantly reducing the trial-and-error interactions.
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1. INTRODUCTION

1.1 Motivation
Mining of associations and correlations from huge data sets is

critical for applications ranging from market basket analysis [2]
and bioinformatics [9] to intrusion detection and web usage min-
ing [8]. Data analysts often need to perform numerous successive
trial-and-error interactions and compare mining results with vary-
ing parameter values in order to find interesting rules. Further, ana-
lysts may need to interactively separate spurious rules from genuine
ones. Existing rule mining algorithms [2, 6] are compute-intensive,
rendering even their fast implementations, such as in [4], unfit for
interactive analysis. Mining systems with delayed response times
risk losing a user’s attention and, more importantly, are often unac-
ceptable in mission critical applications.

Besides having high response times, the parameterized nature of
these mining algorithms poses another challenge. Poor selection
of parameter values may lead to failure in discovering true associa-
tions. Often the algorithms may report spurious associations that do
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not really exist, or greatly overestimate the significance of the re-
ported associations. The tasks of distinguishing spurious rules from
genuine ones, as part of sense-making of the mined rules, require
much manual effort with little or no help from existing systems [5,
10]. The role of parameter selection is significant, yet appropri-
ate parameter values are difficult to determine apriori as they tend
to differ for different datasets, contexts and analysts’ objectives.
Therefore, an interactive data mining system, capable of not only
answering mining queries but also providing parameter tuning rec-
ommendations at near real-time speeds, is important for decision
making applications as motivated by the following example:

Motivating Example: The study of protein-DNA bindings be-
tween transcription factors (TFs) and transcription factor binding
sites (TFBSs) is an important bioinformatics topic [9]. A transcrip-
tion factor (TF) is a special type of protein that binds to a region of
DNA called a transcription factor binding site (TFBS) to regulate
(activate and control) the expression of a gene. Traditionally, high-
resolution (length < 10) TF-TFBS binding cores are discovered by
expensive and time-consuming 3D structure experiments.

Recent association rule mining approaches on low-resolution bind-
ing sequences (TF length > 490) are shown to be promising in iden-
tifying accurate binding cores without the use of costly 3D struc-
ture experiments [9]. An example rule in the MIPS Yeast Genome
dataset looks like R1 = [{0.transcription} ⇒ {0.nucleus}] with
support = 0.7% and confidence = 69.59%, where {0.transcription}
is a TF k-mer and {0.nucleus} is a TFBS k-mer [9]. Thus, biolo-
gists interactively mine associations over experimental data to find
candidate protein-DNA rules for subsequent binding experiments.
The choice of appropriate parameters, to discover genuine candi-
date rules, is important yet difficult to know apriori. Therefore,
strong motivation exists for interactive rule mining support to ac-
celerate such experiments. First, real-time responsiveness is impor-
tant as the biologist can seldom wait hours for the mining process
to finish. Further, some users may give more importance to one pa-
rameter than the other. Consider another rule R2 = [{0.nucleus} ⇒
{1.nucleus}] with support = 5.74% confidence = 29.02%. While
R1 has a much higher confidence than R2, R2 has higher support
than R1. Then, the user may miss one of these rules unless lower
values of both parameters are chosen. We will demonstrate that a
comprehensive parameter space view1, as in our work, can provide
useful insights to the biologists about the distribution of rules in the
entire parameter space.

In this demonstration, we present our PARAmeter Space Model
for Interactive Association Mining (PARAS)2 system that over-

1We use the popular rule interestingness measures, namely, support
and confidence as the parameter space dimensions.
2Hindi name for a legendary philosopher’s stone said to be capable
of turning base metals (lead, for example) into gold.



Figure 1: Parameter Space
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Figure 2: Stable Regions

comes the above challenges by offering real-time responsiveness
and enhanced sense-making of mined rules. Over the past 15 years
the XMDV team at WPI, composed of visualization, HCI and data-
base experts, supported by a series of six NSF grants, has developed
a freeware visual tool suite XmdvTool [10] to facilitate interactive
data exploration. We currently focus on extending XmdvTool to
support interative parameter space exploration for mining of rules.

Through the simple yet effective PARAS interactive visualiza-
tions, the audience will be able to experience the benefits of using
the PARAS model [7] over using other existing mining technolo-
gies. First, for benchmark datasets such as IBM Quest [2] and web-
docs [8], PARAS demonstrates 2 to 5 orders of magnitude improve-
ment in response times over the state-of-the-art techniques [4]. In
particular, our experiments [7] confirm that even for the large sized
datasets (e.g. webdocs [8]∼ 1.5 GB) PARAS responds in less than
a second while state-of-the-art technologies may take several hours
to compute the results. Second, PARAS provides a competitive ad-
vantage to the analysts by making recommendations for parameter
tuning. Thus, they help the analysts to extract desired associations
using significantly fewer trial-and-error cycles. Third, PARAS en-
ables the analysts to perform real-time in-depth investigation of the
query parameter space via a rich set of novel exploratory mining
queries. We demonstrate the powerful interactive capabilities of
PARAS using two datasets, namely, the MIPS Yeast Genome [9]
and the Adult Census [3] datasets.

2. THE PARAS FRAMEWORK

Figure 3: PARAS Framework Figure 4: Adjacency Lattice

The PARAS Framework is depicted in Figure 3. The interactive
user requests are supported via the PARAS visualizer allowing the
analysts to interact with a two-dimensional parameter space, or in
short PSpace (Figure 1), to submit mining requests and navigate
through responses in a visual manner. The requests are passed to
the PARAS Processor for efficient execution. The PSpace Access
module offers the API for accessing the PSpace index that had been
constructed in an offline step by the PARAS index loader. The
index compactly stores stable regions along with their association
rules and redundancy abstractions (Figure 2) as explained below.

3. KEY INNOVATIONS OF PARAS SYSTEM
The PARAS system encompasses several innovations that form

the foundation for the effective management and exploration of
rules within the parameter space. Our key technical contributions,
namely, stable region abstractions of parameter space, offline and
online redundancy resolution management, and novel sense- mak-
ing query support, are introduced below.

3.1 PARAS Stable Region Abstractions
An adjacency lattice [1] in Figure 4 denotes items such as X, Y

and Z that may represent proteins or DNA in our biological do-
main. The support value of each item (say, X) or itemset (say, XY)
indicates the total instances of the item or itemset in the dataset.
For example, in a total of 100 records, X occurs in 80 and Y in
60 records. Itemset XY has a support of 40 records. We use the
PSpace (Figure 1) as a model for managing and exploring the as-
sociation rules extracted from a dataset. For simplicity, we hence-
forth work with a two-dimensional PSpace using support and con-
fidence as dimensions. A parametric location `1 is a point in the
space constructed by support and confidence dimensions, denoted
by (`1.supp, `1.conf) (Figure 1). Many association rules may map
to the same parametric location, e.g., (XZ⇒Y) and (YZ⇒X) both
map to (0.1,0.5). All rules that map to the same parametric location
are compactly indexed in our PSpace model.

In Figure 1, we observe that many regions of the parameter space
either contain no rules or contain the same set of rules across a
large range of parameter settings (e.g., the shaded regions marked
S(0.4,0.5)

(0.2,0) and S(0.4,0.67)

(0,0.5) ). We call them stable regions. They form
our coarse granularity abstractions for storing and managing rules.
Thus, the parameter space can be divided into several stable regions
such that the ruleset valid for any two parametric locations within
a stable region remains unchanged, whereas rulesets valid for two
locations not in the same stable region must be different. Also,
rule (Y ⇒ X) first appears in region S(0.4,0.67)

(0,0.5) and is also valid



Figure 5: Dominating Rules Figure 6: Dominating Locations Figure 7: The PSpace Index

for region S(0.4,0.5)

(0.2,0) . Therefore, S(0.4,0.67)

(0,0.5) is the lending neighbor

stable region, or in short l-neighbor, for S(0.4,0.5)

(0.2,0) .
We partition the parameter space P into a finite number of non-

overlapping stable regions, denoted by {S}. As depicted in Figure
2, for each such stable region we maintain (a) the rules that are valid
within that region and (b) the links to its l-neighbors. This stable
region abstraction of the parameter space forms a solid foundation
for efficient processing of novel exploratory mining queries as well
as for recommending parameter settings based on user interest.

3.2 PARAS Rule Redundancy Management

Rule Support Confidence
X⇒YZ S(X ∪ Y ∪ Z) = 0.1 S(X ∪ Y ∪ Z) / S(X) = 0.125
XY⇒Z S(X ∪ Y ∪ Z) = 0.1 S(X ∪ Y ∪ Z) / S(X ∪ Y) = 0.25
XZ⇒Y S(X ∪ Y ∪ Z) = 0.1 S(X ∪ Y ∪ Z) / S(X ∪ Z) = 0.5
X⇒Y S(X ∪ Y) = 0.4 S(X ∪ Y) / S(X) = 0.5
X⇒Z S(X ∪ Z) = 0.2 S(X ∪ Z) / S(X) = 0.25

Table 1: Redundancy Among Rules
Redundancy relationships among rules are defined to filter out

redundant rules for presenting succinct query results to the user [1].
In particular, two types of redundancies exist among rules, namely,
simple and strict. In Table 1, rule (X⇒ YZ) simple dominates the
rules (XY ⇒ Z) and (XZ ⇒ Y) and strict dominates rules (X ⇒
Y) and (X ⇒ Z). In general, a rule may be dominated by several
dominating rules and may in turn dominate several other dominated
rules. Moreover, we now observe that redundancy is a query-time
phenomenon and dependent on the user parameter selection. Thus,
rules cannot be tagged as redundant and discarded apriori.

We examine how such rule redundancies can be identified in the
PSpace model [7]. In Figure 5, rule R = ((A1:An)⇒ (C1:Cm)) is
simple dominated by all rules with template (((A1:An)-(Av:Aw))
⇒ ((Av:Aw)∪ (C1:Cm))), whereas rule R is strict dominated by all
rules with template (((A1:An)-(At:Au))⇒ ((At:Au)∪ (C1:Cm+e))).
Maintaining all dominating rules for every rule is memory and
compute-intensive. Fortunately, we have discovered surprisingly
compact representation of rule redundancies in the context of our
PSpace model. In Figure 6, we show that it is sufficient to compare
each candidate rule R with only two dominating locations instead
of the large number of dominating rules. Thus, for N rules in the
output ruleset, while state-of-the-art online redundancy resolution
[1] takesO(2N ) time, our newly proposed online redundancy reso-
lution solution takesO(N) time by performing aO(N2) time offline
redundancy abstraction step [7].

3.3 PARAS PSpace Exploration Queries
Our PARAS framework supports a rich variety of analytical queries

over the PSpace index (Figure 7). They are broadly classified as
(a.) rule mining (RM), (b.) Stable Region (SR) and (c.) Redun-

dancy Resolution (RR) queries. Below, we briefly present sample
queries in each category, while the details of respective processing
strategies and cost analysis can be found in [7].

Rule Mining (RM) Queries: For a given dataset D, query Q1
(below) finds the set of rules that satisfy query parameters (min-
supp,minconf ). The WITH Redundancy Elimination clause gives
users the option to output only non-redundant rules. In case of an
overwhelmingly large number of rules valid for parameter settings
(minsupp,minconf ), PARAS offers analysts the choice of viewing
only the non-redundant rules for the setting. The RM query takes
O(N) time for N rules valid for input (minsupp, minconf ).

Q1: OUTPUT RuleSet {R}(minsupp,minconf)

FROM D
HAVING minsupport=minsupp, minconfidence=minconf

WITH Redundancy Elimination = T/F;

Stable Region (SR) Queries: This query type (e.g., Query Q2)
identifies the stable region S(usupp,uconf)

(lsupp,lconf) containing the user-chosen
parameter setting (minsupp,minconf ) through a constant time (O(1))
lookup over the PSpace index. The analyst can further compare
the unique rules of a region with the rules borrowed from the l-
neighbors. If the rules within the current region are found to be
not interesting, instead of random parameter selections, the ana-
lysts can quickly jump to the parameter settings of the l-neighbors
greatly reducing the number of trial-and-error interactions.

Q2: OUTPUT Stable Region S(usupp,uconf)
(lsupp,lconf)

FROM P
HAVING minsupport=minsupp, minconfidence=minconf;

Redundancy Relationship (RR) Queries: For the stable region
containing input (minsupp,minconf ), Query Q3 obtains the domi-
nating regions (locations) for its rules. For each rule R, the dom-
inating locations define the area of the parameter space in which
R will be dominated (Figure 6). The RR query incurs O(N) time
complexity for N rules valid in S(usupp,uconf)

(lsupp,lconf) .

Q3: OUTPUT Dominating Regions S(usupp,uconf)
(lsupp,lconf)

.{S�}
FROM P
HAVING minsupport=minsupp, minconfidence=minconf;

These and other key innovations of the PARAS system [7] form
the foundation for the user interactions supported via the PARAS
visualizer, as further described in our demo.

4. PARAS DEMONSTRATION
Our demonstration will illustrate how an analyst can explore a

dataset using the parameter space-centric interactions of our PARAS



Figure 8: PARAS: Single Region Selection Figure 9: PARAS: Comparing Two Regions

visualizer. Datasets from two domains will be used, namely, the
MIPS Yeast Genome [9] and the Adult Census [3] datasets. The in-
tuitive interactions provide comprehensive knowledge at two gran-
ularities, namely, Stable Region and Rule Views.

The Two Views: The audience will be first shown the interac-
tion capabilities over the Stable Region View (LHS of Figure 8).
The stable region view consists of a two-dimensional plot of the
stable regions within a space of support (x-axis) and confidence
(y-axis) dimensions. Depending on the distribution of rules within
the two-dimensional space, datasets may differ in number, size and
density of the stable regions as shown in Figures 8 and 9. The
audience may double-click the mouse or trackpad and move up to
zoom in and down to zoom out. Each dataset will be preloaded
with some default zoom settings. We employ the color mapping
schemes given in XmdvTool [10]. The audience will see that each
stable region is visually marked by a color or shade of color to
denote the count of rules within that region. The choice of color
scheme depends on the number of distinct count values. If it is
low and sparse such as in the MIPS Genome dataset [9], a sin-
gle color with intensity denoting the count is sufficient (Figure 8).
Here, lighter color will depict low count and darker will depicts
high count. But if the number of distinct count values is high and
dense such as in the Adult Census dataset [3], a multi-color scheme
is shown to work better (Figure 9). The audience can alternate be-
tween the UNIQUE (Figure 8) and ALL (Figure 9) radio button
options. With UNIQUE, the audience will be able to view only the
unique rules within each stable region. ALL is the default setting
that displays all rules within each region. Notice that for ALL the
shade becomes cummulatively darker towards lower values of sup-
port and confidence as rules valid at higher values are also valid at
lower values, while, for the UNIQUE, setting the color depends on
the count of unique rules within each region. The Rule View (RHS
of Figure 8) lists the rules in the selected region.

The UNIQUE setting is useful in exploring the lower regions
of support and confidence for unique rules. Say, rules R1 and R2
in the motivating example (Section 1.1) are found to be spurious
by domain experts despite their high parameter values. Further,
rule R3 = [{0.transcription} ⇒ {1.nucleus}] with support = 0.29%
and confidence = 28.38% is found to be an important discovery
by biologists despite lower support and confidence values. In gen-
eral, biologists find that the important rules are found in regions of
low parameter settings with support around 0.2-2 % and confidence
around 6-20%. When such low minsupport and minconfidence set-
tings are applied over existing mining systems, spurious rules will
be produced ranking higher than the important ones. In such situ-
ations, an analyst can choose the UNIQUE setting to view only a

handful of rules unique to the low parameter settings. Further the
audience can use the redundancy radio buttons to optionally view
rules with or without redundancy resolution based on Section 3.2.

Single Region Selection: In Figure 8, when the analyst clicks
on a single region, it gets highlighted and the actual rules can be
viewed in the Rule View list. In cases of overwhelmingly large
number of rules, a biologist can selectively view a subset of rules
by applying filters on the input boxes for antecedent and consequent
available in the Rule View. Further, the audience can sort the rules
in the Rule View table by support and confidence.

Two Region Comparison: Figure 9 depicts another walkthrough
scenario comparing two stable regions. Here, the audience will se-
lect two regions on the Stable Region View, one with a left click (re-
gion A in black) and the other with shift+click (region B in grey).
Through cross links, the Rule View will present a comparative dis-
play of common and unique rules among the two chosen regions.

Conclusion: We demonstrate the PARAS system that provides
a rich experience to data analysts through parameter recommenda-
tions while significantly reducing the trial-and-error interactions.
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