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ABSTRACT

More and more researchers are focusing on the management, query-
ing and pattern mining of streaming data. The visualizationof
streaming data, however, is still a very new topic. In this pro-
posal, we discuss our plan to construct a multivariate streaming
data visualization system. Three subtasks are identified, includ-
ing streaming data abstraction, visualization and interaction tech-
niques for streaming data, and visualizing change in data streams.
An overview of proposed solutions is provided.
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1 INTRODUCTION

A big challenge the visualization community is facing is that the
volume of some datasets is becoming bigger and bigger. Tradi-
tional visualization methods cannot convey useful information to
people because of limited canvas space and people’s perception ca-
pabilities. Researchers have proposed a variety of preprocessing al-
gorithms and novel visualization methods to diminish visual clutter
to make visualization techniques usable for large datasets[2, 3, 10].

However, streaming datasets, a special type of large datasets,
cannot be processed effectively using normal methods for static
large datasets. In streaming datasets, new datapoints are generated
every day, every hour, or even every second, for example, in appli-
cation areas such as meteorology, network monitoring, and market
analysis. It is true that, in each specified time horizon, we can re-
gard the existing datapoints in a streaming dataset as a regular large
dataset and apply algorithms and visualization methods designed
for large datasets, but we can see some obvious limitations of this
natural solution:

1. Although we can successfully visualize the datasets accord-
ing to all existing datapoints, probably we have to restart the
entire processing algorithm when new datapoints arrive, espe-
cially when we use data abstraction methods to process large
datasets, such as sampling, clustering, and dimension reduc-
tion. The system becomes less efficient or even unusable since
sometimes the dataset refresh rate is very fast.

2. For streaming data, analysts sometimes are more interested in
dynamic patterns instead of static ones. They probably want
to know how data patterns evolved over time or predict future
change trends, for example, in the application area of financial
analysis. These tasks are difficult to accomplish using existing
visual analysis methods for large datasets.

Based on the above analysis, a framework for streaming data
visualization should not only provide an effective and efficient so-
lution to stream data abstraction, but also visually revealthe data
trends, as well as data patterns via dynamic and static figures. The
derived subtasks are as follows:

1. Streaming data abstraction algorithms : Clustering is an ef-
fective method to find data patterns in large datasets. We plan
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to develop online clustering algorithms to preprocess stream-
ing data to obtain information about data patterns in an arbi-
trary time horizon and the change of patterns over time.

2. Visualization for streaming data : A natural solution is adding
new datapoints to visualizations once they arrive. We must
develop some mechanism to remove old or unimportant data-
points to reduce visual clutter when there are too many data-
points in the figure. In addition, some interaction techniques
should be integrated into our framework to support analysts
in retrieving data patterns, predicting data change trends, and
other tasks.

3. Visualization for change of data patterns: This subtask aims
to directly visualize the change of data patterns over time.
Moreover, we plan to design interactions to facilitate the ob-
servation of data trends, as well as the relationship between
data trends and streaming data.

2 STREAM ABSTRACTION

Although the data mining community has developed some cluster-
ing algorithms for data streams [1, 4], improvement is needed to fa-
cilitate visual analytics on data streams. We plan to construct an on-
line clustering algorithm based on the BIRCH algorithm [11]. The
reason to choose BIRCH is that it constructs a hierarchical structure
of clusters, which would help analysts understand the dataset struc-
ture and data patterns. Moreover, BIRCH is a one-pass clustering
algorithm which we believe can be easily extended to stream min-
ing. In order to perform tasks related to visual mining of streaming
data, our algorithm will have the following features:

1. It will detect the change of sizes (number of points), volumes
(the occupied space) and positions for clusters, and the ap-
pearing, vanishing, merging and splitting of clusters.

2. This algorithm will accept users’ input related to timestamps.
For example, users can set a warming up time period, in which
an initial cluster tree is generated. Then the change of clusters
will be detected based on thresholds obtained during warming
up.

3 ACCUMULATING VISUALIZATION AND LOAD SHEDDING

In this section, we discuss our solution to visualize streaming data.
A natural idea is to add new datapoints one by one into visualiza-
tions when they arrive. We name this techniqueaccumulating vi-
sualization. Obviously, clutter will be more and more serious for
most of multivariate visualizations. It is necessary to discard some
datapoints or remove them from visualizations. Here we borrow the
termload shedding [9] used in data stream management systems to
represent our actions to discard or remove datapoints. Thus, we
have to answer two questions: (1) When do we need to shed data-
points? (2) Which datapoints do we need to shed?

For the first question, our strategy is to apply a metric to measure
visual clutter for different visualizations [8] and set a reasonable
threshold. When clutter is bigger than the threshold, we start the
shedding process until the metric decreases to below the threshold.



Before answering the second question, we clarify that our goal
for visualizing streaming data is to highlight the dominantdata pat-
terns. Thus outliers should be processed separately. We choose
datapoints to discard or remove according to the following policies:

1. If a new datapoint belongs to an existing cluster, we change
attributes of this cluster, e.g. color, instead of visualizing this
datapoint. So visualizations are not cluttered up but stillcan
convey enough information to users.

2. If an existing datapoint in a visualization is detected tobe an
outlier, we tag it with visual attributes or move it into a visual-
ization specially for outliers. It can go back to a normal clus-
ter or be discarded according to users’ selection or changesin
other clusters. For example, a cluster might grow to contain
this outlier.

3. If a cluster is old or has not changed for a long time and users
are interested in only new data patterns, we remove this clus-
ter.

In order to help users observe data patterns in streams, we will
implement the following interactions:

1. Brushing : We plan to support time-based brush whose con-
straints contain timestamps. This idea is inspired by the Time-
box of Hochheiser and Shneiderman [6]. We will focus on in-
tegrating it with value-based [7] and structure-based brushes
[3]. Thus analysts could explore data not only in different lev-
els of detail and data ranges of interest, but also from different
time horizons.

2. Separation : We can split the overall visualization into several
views, with each view only containing datapoints arriving at a
specified time period. Thus analysts can easily compare data
patterns in different time periods.

4 VISUALIZATION FOR CHANGE IN STREAMS

In Section 3, we focus on data patterns. Now we consider how data
changes over time. In other words, we want to visualize the change
of data patterns. We focus on change of clusters in streams because
clusters denote the dominant data patterns.

In order to formalize our description for rendering and interac-
tion, we introduce a new term,pattern space, to describe the change
of clusters. As we know, the BIRCH algorithm can generate a clus-
ter tree, where each node is a cluster and a parent cluster always
contains its children clusters. In stream processing, cluster trees
with different timestamps form a forest. Note that nodes in adja-
cent trees probably are the same cluster, or one is from the other
after merging or splitting. In order to represent this relationship, we
add an arrow from node A to node B if (1) they are in the adjacent
trees; (2) and A is older than B; (3) and they correspond to thesame
cluster, or the merging of A and some other clusters forms B, or A
splits into B and some other clusters.

Our basic idea to visualize pattern space is using streamlines in
flow visualization, along with inspiration from ThemeRiver[5]. In
ThemeRiver, Havre et. al. use a river metaphor to convey key no-
tions in the document collection. A river’s directed flow, compo-
sition, and changing width denote documents’ time evolution, se-
lected thematic content and thematic strength, respectively. The
overview of our approach is as follows: we regard each cluster as
a particle, so its change of position corresponds to the particle’s
movement, which can be represented by a streamline. Moreover,
for each streamline, we can set different sectional areas and col-
ors for different positions denoting timestamps. On a specified po-
sition, the sectional area is directly proportional to thiscluster’s
volume and the color represents its timestamp. Such a figure can
be static or dynamic. The former would convey the overview of

changes in data patterns, and the latter enables users to track the
change.

We plan to introduce the following interactions to help analysts
extract useful information from streaming data.

1. Focus+Context : When users select an arbitrary position on a
streamline, we will use a popup window to visualize a subset
of the streaming data, which is composed of datapoints in the
cluster corresponding to this position.

2. Brushing : We allow users to define two kinds of brushes,
structure-based and temporal. The former allows users to se-
lect clusters in different levels of detail. The latter supports
the selection of clusters in a specified time period.

3. Separation : Users can split the whole time axis into subsec-
tions, and then use multiple views to show these streamlines,
with each view corresponding to one subsection. This tech-
nique aims to facilitate the observation of details, removal of
clutter and comparison of data trends at different times.

Please note thatbrushing andseparation here are similar to those
in accumulating visualizations. Thus we plan to create a newoper-
ation,linking, to link accumulating visualizations and pattern space
visualizations. When users applybrushing or separation on either
of the visualizations, the other one will automatically create brushes
or do separation. Thus users could easily find the relationship be-
tween data patterns and change of data patterns.
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